
MRes [Med], MBBS Third Year



陳志誠
Jason Chan

香港⼤學三年級
醫學⽣

Memo ⼈⼯智能
學習軟聯合創辦⼈



Learning outcomes
After this seminar, you will be able to:

1. Transform your study materials into effective flashcards and learning resources using AI tools 
like App Memo

2. Apply evidence-based study techniques, including active recall and spaced repetition, in your 
daily learning

3. Optimize your study workflow using AI applications to reduce content creation time by 50%

4. Customize AI-generated learning materials to match your personal learning style

5. Transfer learned AI study principles across different learning platforms and tools



































1) Introduction to Large Language Models (LLMs)

LLMs are AI models trained on vast amounts of text to understand and 
generate human-like language.

Architecture: Weigh the significance of different words in a 
sequence which allows parallel processing of sequential data. 

Attention Mechanisms:  Enable the model to "focus" on relevant 
parts of the input.

Terminology: 

- Tokens: Text is broken into chunks called tokens, which are 
processed in batches. Can range from one character to one 
word.

- Parameters: The number of trainable parameters in the model. 
More parameters allow modeling more complex patterns.

- Temperature: Controls randomness in model outputs. Higher 
values lead to more creative, risky outputs. Lower values give 
more predictable, sensible outputs.

- Fine-Tuning: Customizing a pre-trained model for a specific task 
by adjusting its parameters on a smaller, task-specific dataset.



1) Generative AI is multimodal.
Text-to-Text Generative AI Models:

1. GPT-4 (OpenAI) - Latest model from OpenAI with over 1 trillion 
parameters. First multimodal LLM accepting both text and 
images.

2. GPT-3.5 (OpenAI) - 175 billion parameter foundation model for 
ChatGPT.

3. PaLM (Google) - Powers Google Bard. Focused on reasoning, 
logic, math, and multilingual abilities. Four models released, with 
largest at 540 billion parameters.

4. Anthropic's Claude v2 - Aims for helpfulness, honesty, and safety. 
Scores close to GPT-4 in benchmarks.

5. Cohere - Number of models from small to large - having just 6B 
parameters to large models trained on 52B parameters - winning 
praise for its accuracy and robustness.

6. Falcon - Open-sourced model from Technology Innovation 
Institute. Outranks other open-source models like LLaMA.

7. LLaMA (Meta) - Officially released suite of open-source models. 
65B parameter model shows strong capabilities.

8. BLOOM (Hugging Face) - 760 billion parameter model. Aims to 
provide control and guidance.

Text-to-Image Generative AI Models:

Text-to-Speech Generative AI Models:

Audio-to-Text Generative AI Models:

Text-to-Video Generative AI Models:



2) Why Engineer Prompts - Genius in the 
Room Mental Model

- Imagine you can only communicate with an extremely 
knowledgeable person (the "genius") by slipping notes 
under a door.

- The genius has no other context about you, your goals, 
or the specific problem you want to solve.

- Be very explicit in explaining the problem and desired 
output format/style. Provide all necessary context.

- Break down complex tasks into simpler instructions. 
Explain context before asking a question.

- Structure prompts as if giving instructions to a smart 
intern — if they could complete the task based on your 
prompt, it's sufficiently clear.

- Well-crafted prompts greatly improve the quality and 
reliability of model outputs. The genius can only be as 
helpful as the prompts allow.

Ask yourself: if I gave this prompt to a college-level intern I just hired, will he/she be able to 
complete the task based on the instruction and information provided?



3) Gross Anatomical Structure of a Prompt

- The gross anatomy of a good prompt for any generative AI (test or image) are task, context, 
examples, roles, format, and tone, with task being the most important.

Most Important

Least Important

Task*

Context*

Examples*

Role

Format

Tone

Role         Task*         

Example*         

Format         

Tone         

You are a ... Generate/Construct/
Make/Give/Analyse 
…

Here is an example 
MCQ in our exam:

“““{example}””””

Format it as a 
mindmap/table/bullets/code/
markdown/HTML

Be concise/clear…

Use temperature value 
0.1 in our 
conversation…

Context*   
Base it on the 
following lecture:

“““{text}””””



3) Applied Prompt Engineering 

Most Important

Least Important

Task*

Context*

Examples*

Role

Format

Tone

You are a professional memory expert. 
Generate active recall notes only based on 
the lecture I provided. Format it as a table 
format with markdown using the Cornell 
method. An example of a cell on the left 
column would be “What is the MOA of loop 
diuretics?”. Be concise and use a 
temperature value of 0.1 in our 
conversation. 

Here is the lecture material:

“““

{insert text}

”””



3) Gross Anatomical Structure of a Prompt 
- Format



3) Gross Anatomical Structure of a Prompt 
- Format







3) Gross Anatomical Structure of a Prompt 
- Format



4) Bloom's Taxonomy in the Context 
of Human Learning

Armstrong, P. (2010). Bloom’s Taxonomy. Vanderbilt University Center for Teaching. Retrieved [todaysdate] from 
https://cft.vanderbilt.edu/guides-sub-pages/blooms-taxonomy/.



4) Bloom's Taxonomy in the Context 
of Human Learning

Description

Simple Information Recall

Explaining the concept

Using information in new situations

Breaking down information into parts to 
explore relationships and connections

Judging the value of material for a given 
purpose, using certain criteria

Building a structure or pattern from 
diverse elements, or forming a new 
pattern or structure

Adapted from Tofade et al 2013 



How can AI facilitate learning?

🤖 👨💻👩💻





Question generation

● Dunlosky and colleagues (2013) identified practice testing (commonly known as active recall) as one of the most 
effective study techniques.

● Practice testing, in the review, is defined as Self-testing, or taking practice tests over to-be-learned material.

● In reality, every student should discover their own learning method, but to provide a general overview, I will adhere to 
what the best available evidence suggests when it comes to effective study techniques.

● A popular way of practice testing or active recall is through Flashcard revision, which is used by over 50% of college 
students (Wissman et al. 2012).

How AI can facilitate active recall? 
Efficiency:  Students traditionally create flashcard questions manually, which presents as a time inefficiency problem. The 
advent of AI can supercharge the efficiency of automating this process for question generation, allowing for more time spent 
on actual practice testing

Alignment with Learning Objectives: Question types dictate the order of learning (Bugg & McDaniel 2012, Tofade et al 
2013,Senzaki et al. 2017). AI's integration in question creation can refine the process, ensuring that question types are 
aligned with the desired order of learning, thus exercising specific cognitive skills. 



The design of different question types

● The design of question types can facilitate the order of learning (Lin et al 2018, Tofade et al 2013, Senzaki et al 2017). 
● Hinze and Wiley (2011) found that performance on a multiple-choice final test was better following cued recall of paragraphs than following fill-in-the-blank 

practice.
- Cued recall question 
- Fill in the blank question (cloze)
- Multiple choice question

1) AI can speed up Flashcard Generation

Remember Understand Apply Analyze Evaluate Create

Cued 
Recall Qs ✅ ❌ ❌ ❌ ❌ ❌

Fill in the 
blank Qs ✅ ✅ ✅ ❌ ❌ ❌

MCQs ✅ ✅ ✅ ✅ ✅ ❌

Adapted from Tofade et al 2013 
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Knowledge Dimension

Adapted from Anderson and Krathwohl 2001

- These are questions that ask for specific facts, 
such as 'Who', 'What', 'When', 'Where'. 
- ask for the definition of a specific term or concept. 

- assess for explanations or reasons, such as 'Why' 
and 'How' 
- assess a comparison or contrast between two or 
more items. 

- assess for a step-by-step explanation or 
procedure.

- assess for abstract thinking
- ask a learner to articulate a cognitive strategy 
required to complete a task or examine personal 
motivations and values



The Anatomy of the Prompt

Generate {amount - 1} of flashcards in the format of 
{format i.e. MCQ - 2}, focusing on {learning 
dimension -3} related to {the topic - 4}. Each 
flashcard should present {description of learning 
dimension - 5} mentioned in the given text.

Given text:
{insert given text - 6}

Example of a this format of question
{insert sample question - 7}

From CPRS lecture Diuretics and ACE inhibitors1
2

3

4

5

6

7



1) Active Recall Question Generation

From CPRS lecture Diuretics and ACE inhibitors



How AI can be your personal tutor



Feynman technique 

4 step technique to 
understand a topic



1) “Teaching” AI a Concept



2) Identifying Knowledge Gaps & Holes



3) Reviewing and Simplifying





3) Conceptual Linking through Mindmaps



3) Conceptual Linking through Mindmaps









How AI Helps in APPLY



1) Debating with Historical Figures 



1) Debate with famous Figures



2) Point Articulation and Argument



2) Point Articulation and Argument





“AI won’t replace humans - but humans 
with AI will replace humans without AI.”

“The hottest new programming 
language is English.”
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